Spectra of complex networks
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We propose a general approach to the description of spectra of complex networks. For the spectra of networks with uncorrelated vertices (and a local treelike structure), exact equations are derived. These equations are generalized to the case of networks with correlations between neighboring vertices. The tail of the density of eigenvalues $\rho(\lambda)$ at large $|\lambda|$ is related to the behavior of the vertex degree distribution $P(k)$ at large $k$. In particular, as $P(k) \sim k^{-\gamma}$, $\rho(\lambda) \sim |\lambda|^{1-2\gamma}$. We propose a simple approximation, which enables us to calculate spectra of various graphs analytically. We analyze spectra of various complex networks and discuss the role of vertices of low degree. We show that spectra of locally treelike random graphs may serve as a starting point in the analysis of spectral properties of real-world networks, e.g., of the Internet.
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I. INTRODUCTION

Many real-world technological, social, and biological complex systems have a network structure. Due to their importance and influence on our life (recall, e.g., the Internet, the WWW, and genetic networks) investigations of properties of complex networks are attracting much attention [1–7]. Such properties as robustness against random damages and absence of the epidemic threshold in the so called “scale-free” networks are nontrivial consequences of their topological structure. Despite undoubted advances in uncovering the main important mechanisms, shaping the topology of complex networks, we are still far from complete understanding of all peculiarities of their topological structure. That is why it is so important to look for new approaches which can help us to reveal this structure.

The structure of networks may be completely described by the associated adjacency matrices. The adjacency matrices of undirected graphs are symmetric matrices with matrix elements, equal to number of edges between the given vertices. The eigenvalues of an adjacency matrix are related to many basic topological invariants of networks such as, for example, the diameter of a network [8,9]. Recently, in order to characterize networks, it was proposed to study spectra of eigenvalues of the adjacency matrices as a fingerprint of the networks [10–17]. The rich information about the topological structure and diffusion processes can be extracted from the spectral analysis of the networks. Studies of spectral properties of the complex networks may also have a general theoretical interest. The random matrix theory has been successfully used to model statistical properties of complex classical and quantum systems such as complex nucleus, disordered conductors, chaotic quantum systems (see, for example, reviews [18]), the glassy relaxation [19], and so on.

As the adjacency matrices are random, in the limit $N \to \infty$ ($N$ is the total number of vertices), the density of eigenvalues could be expected to converge to the semicircular distribution in accordance with the Wigner theorem [20]. However, Rodgers and Bray have demonstrated that the density of eigenvalues of a sparse random matrix deviates from the Wigner semicircular distribution and has a tail at large eigenvalues [21], see also Ref. [22]. Recent numerical calculations of the spectral properties of small-world and scale-free networks [12–14], and the spectral analyses of the Internet [10,11,15,16], have also revealed that the Wigner theorem does not hold. The spectra of the Internet [10,11] and scale-free networks [13,14] demonstrate an unusual power-law tail in the region of large eigenvalues. At the present time there is a fundamental lack of understanding of these anomalies. In order to carry out a complete spectral analysis of real networks it is necessary to take into account all features of these complex systems described by a degree distribution, degree correlations, the statistics of loops, etc. At this time there is no regular approach that allows one to handle this problem. Our paper fills this gap.

Our approach is valid for any network which has a local treelike structure. In particular, these are uncorrelated random graphs with a given degree distribution [23,24], and their straightforward generalizations [25] allowing pair correlations of the nearest neighbors. These graph ensembles have one common property: almost every finite connected subgraph of the infinite graph is a tree. The tree is a graph, which has no loops. A random Bethe lattice is an infinite random treelike graph. All vertices on a Bethe lattice are statistically equivalent [26]. These features (the absence of loops and the statistical equivalence of vertices) are decisive for our approach. The advantage of Bethe lattices is that they frequently allow analytical solutions for a number of problems: random walks, spectral problems, etc.

Real-world networks, however, often contain numerous loops. In particular, this is reflected in a strong “clustering,” which means that the (relative) number of loops of length 3
do not vanish even in very large networks. Nevertheless, we believe that the study of graphs with a local treelike structure may serve as a starting point in the description of more complex network architectures.

In the present paper we will derive exact equations which determine the spectra of infinite random uncorrelated and correlated random treelike graphs. For this, we use a method of random walks. We propose a method of an approximate solution of the equations. We shall show that the spectra of adjacency matrices of random treelike graphs have a tail at large eigenvalues. In the case of a scale-free degree distribution, the density of eigenvalues has a power-law behavior. We will compare spectra of random treelike graphs and spectra of real complex networks. The role of weakly connected vertices will also be discussed.

II. GENERAL APPROACH

Let \( \hat{A} = (a_{vw}) \) be the \( N \times N \) symmetric adjacency matrix of an \( N \)-vertex Mayer’s graph \( G \), \( a_{vw}^2 = a_{vw} \), \( a_{vv} = 0 \) (the Mayer graph has either 0 or 1 edges between any pair of vertices, and has no “tadpoles,” i.e., edges attached at a single vertex). Degree \( k_v \) (the number of connections) of a vertex \( v \) is defined as

\[
k_v = \sum_w a_{vw}.
\]

A random graph, which is, in fact, an ensemble of graphs, is characterized by a degree distribution \( P(k) \):

\[
P(k) = \frac{1}{N} \sum_{v=1}^{N} \delta(k_v - k).
\]

Here, \( \langle \cdot \rangle \) is the averaging over the ensemble. We suppose that each graph in the ensemble has \( N \) vertices. Graph ensembles with a given uncorrelated vertex degree distribution may be realized, e.g., as follows. Consider all possible graphs with a sequence of the numbers \( \{N(k)\} \) of vertices of degree \( k \), \( k = 1, 2, \ldots \), \( \sum_k N(k) = N \), assuming \( N(k)/N \rightarrow P(k) \) in the thermodynamic limit \( [N(k) \rightarrow \infty, N \rightarrow \infty] \). Suppose that all these graphs are equiprobable. Then, simple statistical arguments lead to the conclusion that almost all finite connected subgraphs of an infinite graph do not contain loops.

This approach can be easily generalized to networks with correlations between nearest-neighbor vertices, characterized by the two-vertex degree distribution:

\[
P_2(k,k') = \frac{1}{2L} \sum_{v,w=1}^{N} a_{vw} \delta(k_v - k) \delta(k_w - k').
\]

Here \( L = (1/2) \sum_{v,w} a_{vw} \) is the total number of edges. In the case of an uncorrelated graph we have

\[
P_2(k,k') = \frac{k k'}{\langle k \rangle^2} P(k)P(k'),
\]

where \( \langle k \rangle = 2L/N \) is the mean degree of a vertex.

The spectrum of \( \hat{A} \) may be calculated by using the method of random walks on a treelike graph \( G \) and generating functions [27]. We define a generating function

\[
R(z) = \frac{1}{N} \sum_{v=1}^{N} \sum_{n=0}^{\infty} \rho_v(n) z^n,
\]

where \( \rho_v(n) \) is the number of walks of length \( n \) from \( v \) to \( v \), where \( v \) is any vertex of \( G \):

\[
\rho_v(n) = (\hat{A}^n)_{v,v}.
\]

In a treelike graph the number of steps \( n \) is an even number. In order to return to \( v \) we must go back along all of the edges we have gone.

Let \( q_v(n) \) be the number of walks of length \( n \) starting at \( v \) and ending at \( v \) for the first time. We define

\[
Q_v(z) = \sum_{n=0}^{\infty} q_v(n) z^n.
\]

One can prove that

\[
R(z) = \frac{1}{N} \sum_{v=1}^{N} \frac{1}{1 - Q_v(z)}.
\]

Let \( d(w,v) = m \geq 1 \) be the distance from \( w \) to \( v \) and \( l_{w,v}^{(m)}(n) \) be the number of paths of length \( n \) starting at \( w \) and ending at \( v \) for the first time. We define

\[
T_{w,v}^{(m)}(z) = \sum_{n=0}^{\infty} l_{w,v}^{(m)}(n) z^n.
\]

One can prove

\[
Q_v(z) = z \sum_w T_{w,v}^{(1)}(z),
\]

\[
T_{w,v}^{(m)}(z) = T_{w, g_1}^{(1)}(z) T_{g_1, g_2}^{(1)}(z) \cdots T_{g_{m-1}, v}^{(1)}(z),
\]

where \( w \rightarrow g_1 \rightarrow g_2 \rightarrow \cdots \rightarrow g_{m-1} \rightarrow v \) is the shortest path from \( w \) to \( v \). There is an important relationship:

\[
T_{w,v}^{(1)}(z) = z + \sum_g T_{g,v}^{(2)}(z)
\]

\[
= z + \sum_g T_{g,v}^{(1)}(z) T_{w,g}^{(1)}(z).
\]

In this sum the vertex \( g \) is the nearest neighbor of \( w \) and a second neighbor of the vertex \( v \). Solving the recurrence equation (12), we can find \( T_{w,v}^{(1)}(z) \) and \( Q_v(z) \).

We define \( \tilde{T}_{w,v}^{(1)}(z) = T_{w,v}^{(1)}(z^{-1}) \). Equation (12) may be written in a form

\[
\tilde{T}_{w,v}^{(1)}(z) = \frac{1}{z - \sum_g \tilde{T}_{g,v}^{(1)}(z)}.
\]
We can find \( Q(z) \), from which we get \( R(z) \). Let us define \( B(z) = z^{-1} R(z^{-1}) \). Then the density of the eigenvalues \( \lambda \) of a random graph is determined as follows:

\[
\rho(\lambda) = -\text{Im}(B(\lambda + i\varepsilon))/\pi, \tag{14}
\]

where \( \varepsilon \) is positive and tends to zero. Note that Eqs. (7)–(13) are valid for both uncorrelated and correlated treelike graphs.

In the case of a \( k \)-regular connected graph we have \( \tilde{T}^{(1)}(z) = T(z) \) and \( Q(z) = Q(z) \). Equation (13) gives

\[
zT(z) - (k - 1)T^2(z) = 1. \tag{15}
\]

Solving this equation, we get the well known result

\[
\rho(\lambda) = \frac{k}{2\pi} \frac{\sqrt{4(k-1)-\lambda^2}}{k^2-\lambda^2}. \tag{16}
\]

This is a continuous spectrum of extended eigenstates with eigenvalues \( |\lambda| < 2\sqrt{k-1} \). The presence of the denominator on the right-hand side of Eq. (16) leads to a difference of the spectrum of this graph from Wigner’s semicircular law. In exact terms, Wigner’s law is valid for the eigenvalue spectra of real symmetric random matrices whose elements are independent and identically distributed Gaussian variables [20]. These specific random matrices for Wigner’s law essentially differ from the adjacency matrices, which we consider in this paper. So, in our case, the semicircular law may be used only as a landmark for a contrasting comparison.

III. SPECTRA OF UNCORRELATED GRAPHS

In the case of uncorrelated random treelike graphs, \( k_w \)

\(-1 \) random parameters \( \tilde{T}^{(1)}(z) \) on the right-hand side of Eq. (13) are equivalent and statistically independent. They are also independent of the degree \( k_w \). We define the distribution function of \( \tilde{T}^{(1)}(z) \) at \( z = \lambda + i\varepsilon \) in the Fourier representation as:

\[
F_{\lambda}(x) = \langle \exp[-ix\tilde{T}^{(1)}(\lambda + i\varepsilon)] \rangle, \tag{17}
\]

where the brackets \( \langle \cdots \rangle \) mean the averaging over the ensemble of random uncorrelated graphs with a degree distribution \( P(k) \). The statistical independence of the \( k-1 \) random parameters \( \tilde{T}^{(1)}(z) = T_i \), \( i = 1,2,\ldots,k-1, k = k_w \), on the right-hand side of Eq. (13) allows us to use the following identity:

\[
F_{\lambda}(x) = \langle \exp(-ixT) \rangle = \left\langle \exp\left(-\frac{i\lambda}{\lambda + i\varepsilon - \sum_{i=1}^{k-1} T_i}\right) \right\rangle
= 1 - \sqrt{x} \int_0^\infty \frac{dy}{\sqrt{y}} J_1(2\sqrt{xy}) e^{iy(\lambda + i\varepsilon)}
\times \sum_k \frac{kP(k)}{\langle k \rangle} \langle \exp(-iyT) \rangle^{k-1}, \tag{18}
\]

where \( J_1(x) \) is the Bessel function and \( \langle k \rangle = \sum_i kP(k) \). Thus, we get the exact self-consistent equation for \( F_{\lambda}(x) \):

\[
F_{\lambda}(x) = 1 - \sqrt{x} \int_0^\infty \frac{dy}{\sqrt{y}} J_1(2\sqrt{xy}) e^{iy\lambda} \Phi_i(F_{\lambda}(y)), \tag{19}
\]

where \( \Phi_i(x) = \sum_{k=1}^\infty kP(k)x^k \). Solving Eq. (19) gives the distribution of \( T \), and so we can obtain \( Q \), from which we get \( R \). Equations (8), (10), and (14) give

\[
\rho(\lambda) = -\frac{1}{\pi} \text{Im} \left( \frac{1}{\lambda - \sum_{i=1}^{k-1} T_i} \right) = \frac{1}{\pi} \text{Re} \int_0^\infty dy e^{iy\lambda} \Phi_i(F_{\lambda}(y)), \tag{20}
\]

where \( \Phi(x) = \sum_{k=1}^\infty kP(k)x^k \). From Eq. (19), we find the nth moment of the distribution function of \( T \), Eq. (17):

\[
M_n = \langle T^n \rangle = \frac{1}{(n-1)!} \int_0^\infty dy y^{n-1} e^{iy\lambda} \Phi_i(F_{\lambda}(y)). \tag{21}
\]

IV. EFFECTIVE MEDIUM APPROXIMATION

In a general case it is difficult to solve Eq. (19) exactly. Let us find an approximate solution. We neglect fluctuations of \( T \) around a mean value \( T(\lambda) = \langle T \rangle \). A self-consistent equation for the function \( T(\lambda) \) may be obtained if we insert

\[
F_{\lambda}(x) \approx e^{-ixT(\lambda)}, \tag{22}
\]

into the right-hand side of Eq. (21) for \( n = 1 \). We get

\[
T(\lambda) = \frac{1}{\langle k \rangle} \sum_k kP(k) \frac{1}{\lambda + i\varepsilon - (k-1)T(\lambda)}. \tag{23}
\]

Below we will call this approach an “effective medium” (EM) approximation. At real \( \lambda, T(\lambda) \) is a complex function, which is to be understood as an analytic continuation from the upper half plane of \( \lambda \), \( T(\lambda) = T(\lambda + i\varepsilon) \). Therefore, \( \text{Im} T(\lambda + i\varepsilon) < 0 \). In the framework of the EM approach, the density \( \rho(\lambda) \), Eq. (20), takes an approximate form

\[
\rho(\lambda) = -\frac{1}{\pi} \sum_k \frac{kP(k) \lambda \text{Re} T(\lambda)}{[\lambda - k \text{Re} T(\lambda)]^2 + k^2[\text{Im} T(\lambda)]^2}. \tag{24}
\]
V. TAIL BEHAVIOR AND FINITE-SIZE EFFECT

Equation (23) may be solved analytically at $|\lambda| \gg 1$. We look for a solution in the region $\text{Im}T(\lambda) \ll \text{Re}T(\lambda) \ll 1$. It is convenient to use a continuum approximation in Eq. (23). The real and imaginary parts of this equation take a form

$$
\text{Re} T(\lambda) = \frac{1}{2\lambda \langle k \rangle} \times \int_{k_0}^{k_{cut}} \frac{dk}{1 - (k - 1)\text{Re} T(\lambda)\lambda} \left( \frac{\lambda}{k} \right)^2 + \left( -\text{Im} T(\lambda)\lambda \right)^2,
$$

(25)

$$
1 = \frac{1}{\lambda^2 \langle k \rangle} \times \int_{k_0}^{k_{cut}} \frac{dk}{1 - (k - 1)\text{Re} T(\lambda)\lambda} \left( \frac{\lambda}{k} \right)^2 + \left( -\text{Im} T(\lambda)\lambda \right)^2,
$$

(26)

where $k_0$ and $k_{cut}$ are the smallest and largest degrees, respectively. A region $k_0 \ll k \ll k_\lambda$ gives a regular contribution into integrals (25) and (26) while a region $k \sim k_\lambda \gg 1$ gives a singular contribution. Here $k_\lambda = \lambda/\text{Re} T(\lambda) + 1$. As a result we obtain

$$
\text{Re} T(\lambda) \approx \frac{1}{2\lambda} + \frac{\pi k_\lambda P(k_\lambda)}{2\langle k \rangle \text{Im} T(\lambda)},
$$

(27)

$$
1 \approx \frac{1}{\lambda^2 \langle k \rangle} \int_{k_0}^{k_\lambda} dk \left( \frac{k(k - 1)}{2} \text{Re} T(\lambda) \right) \frac{\pi k_\lambda P(k_\lambda)}{\langle k \rangle \text{Im} T(\lambda)}.
$$

(28)

If $P(k)$ decreases faster than $k^{-2}$ at $k\gg 1$, i.e., $\langle k \rangle$ is finite, then in the leading order of $1/\lambda$ we find

$$
T(\lambda) \approx \lambda^{-1} - i \pi |\lambda| k_\lambda P(k_\lambda)/\langle k \rangle.
$$

(29)

Within the same approach one can find from Eq. (24) that the density $\rho(\lambda)$ also has two additive contributions

$$
\rho(\lambda) \approx -\frac{\langle k \rangle \text{Im} T(\lambda)}{\pi \lambda^2} + \frac{k_\lambda P(k_\lambda)}{|\lambda|}.
$$

(30)

Inserting Eq. (29) gives the density

$$
\rho(\lambda) \approx 2 \frac{k_\lambda}{|\lambda|} P(k_\lambda).
$$

(31)

Here $k_\lambda = \lambda/\text{Re} T(\lambda) + 1 = \lambda^2 + O(1)$.

The asymptotic expression (31) is our main result. The right-hand side of this expression originates from two equal, additive contributions: the contribution from the real part of $T(\lambda)$ and the one from the imaginary part of $T(\lambda)$. One can show that the asymptotic behavior of the real part, $\text{Re} T(\lambda) = \lambda^{-1} + O(\lambda^{-3})$, in the leading order of $1/\lambda$ is universal and is valid even for graphs with finite loops. Contrastingly, the asymptotics of $\text{Im} T(\lambda)$ in the leading order of $1/\lambda$ and the corresponding contribution to the right-hand side of Eq. (31) depend on details of the structure of a network.

The analysis of Eq. (23) shows that the main contribution to an eigenstate with a large eigenvalue $\lambda$ is given by vertices with a large degree $k \sim k_\lambda \gg 1$. As we shall show below, in the limit $\lambda \gg 1$, result (31) is asymptotically exact. The relationship between largest eigenvalues and highest degrees, $\lambda^2 + O(1) = k$, for a wide class of graphs was obtained in a mathematical paper, Ref. [28]. This contribution of highly connected vertices may be compared with a simple spectrum of "stars," which are graphs consisting of a vertex of a degree $k$, connected to $k$ dead ends. The spectrum consists of two eigenvalues $\lambda = \pm \sqrt{k}$ and a $(k - 1)$-degenerate zero eigenvalue. Note that asymptotically, in the limit of large $\lambda$, Eq. (31) gives $\rho(\lambda) \approx 2|\lambda| P(\lambda^2)$ if the decrease of $P(k)$ is slower than an exponent function at large $k$, that is, if higher moments of the degree distribution diverge.

A classical random graph [29,30] has the Poisson degree distribution $P(k) = e^{-\langle k \rangle} (\langle k \rangle)^k / k!$. The tail of $\rho(\lambda)$ is given by Eq. (31) with $k_\lambda = \lambda^2 + a \gg 1$, where $a$ is a number of the order of $1$:

$$
\rho(\lambda) \sim \lambda^{-2(\lambda^2 + a)} \exp[\left(1 + \ln(\langle k \rangle)\right)\lambda^2].
$$

(32)

This equation agrees with the previous results [21,22] obtained by different analytical methods.

For a "scale-free" graph with $P(k) = P_0 k^{\gamma - 1}$ at large $k$, at $|\lambda| \gg 1$, we get an asymptotically exact power-law behavior:

$$
\rho(\lambda) \approx 2|\lambda| P(\lambda^2) = 2 P_0 |\lambda|^{-\delta},
$$

(33)

where the eigenvalue exponent $\delta = 2\gamma - 1$.

At a finite $N \gg 1$, there is a finite-size cutoff of the degree distribution $k_{cut} \sim k_0 N^{1/(\gamma - 1)}$ [31]. The cutoff determines the upper boundary of eigenvalues: $\lambda < k_{cut}^{1/\gamma}$. This result agrees with an estimation of the largest eigenvalue of sparse random graphs obtained in Ref. [32].

Let us analyze the accuracy of the EM approach. One can use the following criterion. We introduce a quantity $q_n = M_n / T^n(\lambda)$. Here, $T^n(\lambda)$ is the $n$th moment of the approximate distribution (22). Inserting function (22) into Eq. (21) gives $M_n$. The function $F_{\lambda}(\chi) = e^{-i\chi T(\lambda)}$ would be an exact solution of Eq. (19) if $q_n = 1$ for all $n \gg 1$. Note that at $n = 1$ we have $q_1 = 1$, because this equality is the basic equation in the framework of the EM approximation. At $\lambda \gg 1$ and $P(k) = P_0 k^{-\gamma}$, in the leading order of $1/\lambda$, Eq. (21) gives

$$
q_n \equiv 1 - A n \lambda^{-2} \quad \text{at} \quad \gamma > 3
$$

(34)

$$
\equiv 1 - A n \lambda^{-2} \ln \lambda \quad \text{at} \quad \gamma = 3
$$

(35)

$$
\equiv 1 - A n \lambda^{-2} \lambda^{-2(\gamma - 2)} \quad \text{at} \quad 2 < \gamma < 3,
$$

(36)
where \( k_0 \) is the smallest degree in \( P(k) \) and \( A \) is a numerical factor. This estimation allows us to conclude that at \( \lambda \gg k_0^{1/2} \) the EM solution becomes asymptotically exact.

At small \( \lambda \ll k_0^{1/2} \), the EM approximation is less accurate. For example, at \( \lambda = 0 \) for a scale-free network, we obtain \( q_n = S_n/S_0^\gamma \), where \( S_n = (k(k-1)^{-\gamma})/(k) \). Only at large \( \gamma \gg 1 \) and \( n < \gamma \), the parameter \( q_n \) is close to 1, i.e., \( q_n = 1 + O(n/\gamma) \).

One can conclude that the EM approach gives a reliable result close to the exact one in the range

\[
k_0^{1/2} \ll \lambda \ll k_0^{1/2} = k_0^{1/2} N^{1/2(\gamma-1)}. \tag{37}\]

In our derivations we assumed the treelike local structure of a network, that is, the absence of finite-size loops in an infinite network. Loosely speaking, this assumption may fail if the second moment \( \langle k^2 \rangle \) of the degree distribution diverges. This can be seen from the following simple arguments. The length of a typical loop is of the order of the average shortest-path length of a network. Since the mean number of the second-nearest neighbors in the infinite uncorrelated net is \( \langle k(k-1) \rangle \) and diverges if \( \langle k^2 \rangle \) diverges, the average shortest-path length and the length of a typical loop are small and may turn out to be finite even in the limit of an infinite net if \( \langle k^2 \rangle \) diverges. In this situation, the result (whether there are loops of finite length in the infinite network or not) is determined by the size dependence of the cutoff of the degree distribution [24]. In its turn, this dependence is determined by the specifics of an ensemble and varies from network to network.

VI. SPECTRA OF CORRELATED GRAPHS

Many real-world networks are characterized by strong correlations between degrees of vertices [33–35]. The simplest ones are correlations between degrees of neighboring vertices. Let us study the effect of degree correlations on spectra of random treelike graphs.

Using the pair degree distribution (3), it is convenient to introduce the conditional distribution that a vertex of degree \( k \) is connected to a vertex of degree \( k_1 \):

\[
P(k_1|k) = \langle k \rangle P(k_1,k)/kP(k). \tag{38}\]

The method used above for the calculation of spectra of uncorrelated graphs may be generalized to correlated graphs. For this, one should take into account correlations between the degree of a vertex \( v \) and the generating function \( T_{w1}(z) \) in Eq. (13). We define the distribution function of \( T_{w1}(z) \) in the Fourier representation as:

\[
F_{\lambda}(k,x) = \langle \delta(k_u-k) \exp[-ixT_{w1}(\lambda+i\epsilon)] \rangle. \tag{39}\]

Averaging Eq. (13) and using identity (18), we obtain an exact equation for \( F_{\lambda}(k,x) \):

\[
F_{\lambda}(k,x) = 1 - \sqrt{\lambda} \sum_{k_1} P(k_1|k) \\
\times \int_0^\infty dy \frac{J_1(2\sqrt{xy})}{\sqrt{y}} e^{iy\lambda} F_{\lambda}^{k_1-1}(k_1,y). \tag{40}\]

The density of eigenvalues is of the following form:

\[
\rho(\lambda) = \frac{1}{\pi} \text{Re} \sum_k P(k) \int_0^\infty dy e^{iy\lambda} F_{\lambda}^k(k,y). \tag{41}\]

These equations are a generalization of the equations derived above for uncorrelated graphs. Indeed, for an uncorrelated graph, we have \( P(k_1|k) = kP(k)/\langle k \rangle \) and \( F_{\lambda}(k,x) = F_{\lambda}(x) \). As a result we get Eqs. (19) and (20).

Let us use the EM approximation. We neglect fluctuations around a mean value \( T(k,\lambda) \) and use an approximation

\[
F_{\lambda}(k,x) \approx e^{-ixT(k,\lambda)}. \tag{42}\]

Then we get a self-consistent equation for the complex function \( T(k,\lambda) \):

\[
T(k,\lambda) = \sum_{k_1} \frac{P(k_1|k)}{\lambda + i\epsilon - (k_1-1)T(k_1,\lambda)}. \tag{43}\]

At \( \lambda \gg 1 \) this equation has a solution

\[
T(k,\lambda) = \lambda^{-1} - i\pi \lambda P(k_\lambda|k). \tag{44}\]

This solution gives \( \rho(\lambda) = 2k_\lambda P(k_\lambda)/|\lambda| \), where \( k_\lambda = \lambda^2 + O(1) \) as before. It agrees with the result presented in Eq. (31) for uncorrelated graphs. One concludes that the short-range correlations between degrees of neighboring vertices in the scale-free networks do not change the eigenvalue exponent \( \delta = 2\gamma-1 \).

VII. SPECTRUM OF A TRANSITION MATRIX

Let us consider random walks on a graph with the transition probability \( 1/k_v \) of moving from a vertex \( v \) to any one of its neighbors. The transition matrix \( \hat{P} \) then satisfies

\[
P_{w,v} = a_{w,v}/k_v. \tag{45}\]

Clearly, for each vertex \( v \),

\[
\sum_w P_{w,v} = 1. \tag{46}\]

\( \hat{P} \) is related to the Laplacian of the graph

\[
L_{w,v} = \begin{cases} 1 & \text{if } v = u \\ -a_{w,v}/\sqrt{k_vk_w} & \text{otherwise} \end{cases} \tag{47}\]

as follows:

\[
\hat{P} = \hat{D}^{-1/2}(1 - \hat{L}) \hat{D}^{-1/2}. \tag{48}\]
where $D_{v,w} = \delta_{v,w}/k_v$. Therefore, if we know the density $\rho(\lambda)$ of eigenvalues of $\tilde{P}$, we can find the density of eigenvalues of the Laplacian: $\rho_L(\lambda) = \rho(1-\lambda)$.

We denote the eigenvalues of the matrix $\tilde{P}$ by $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N$. The eigenfunction $f_v = k_v$ corresponds to the largest eigenvalue $\lambda_1 = 1$.

In order to calculate the spectrum of $\tilde{P}$ we use the same method of random walks described in the Sec. II. The probability of one step is given by Eq. (45). We define the generating function $Q_k(z)$ and $\tilde{T}^{(1)}_{wv}(z^{-1}) = T^{(1)}_{wv}(z)$ and obtain an exact equation which is similar to Eq. (13):

$$\tilde{T}^{(1)}_{wv}(z) = \frac{1}{k_v z - \sum_g \tilde{T}^{(1)}_{gw}(z)}$$

(49)

where $g \sim w$ but $g \neq v$. At $z = \lambda + i\epsilon$, we get exact equations for the function $F_{\lambda}(x) = \langle \exp[-i\lambda \tilde{T}^{(1)}(\lambda + i\epsilon)] \rangle$ and the density of the eigenvalues $\rho(\lambda)$:

$$F_{\lambda}(x) = 1 - \sqrt{x} \int_0^\infty \frac{dy}{\sqrt{y}} f_1(2\sqrt{xy}) e^{i\lambda y} \Phi_1(e^{i\lambda y} F_{\lambda}(y)),$$

(50)

$$\rho(\lambda) = \frac{1}{\pi} \Re \sum_k P(k) k \int_0^\infty dy e^{iky} F^2_{\lambda}(y).$$

(51)

The function $F_{\lambda}(x) = e^{-ix}$ is an exact solution of Eq. (50). This solution corresponds to the eigenvalue $\lambda_1 = 1$ and gives the delta peak $\delta(\lambda - 1)$ in the density $\rho(\lambda)$. The second largest eigenvalue $\lambda_2$ is related to several important graph invariants such as the diameter $D$ of the graph, see, for example, Ref. [9]:

$$D(G) \approx \frac{\ln(N-1)}{\ln(1/\lambda_2)}.$$  

(52)

Here the diameter of a graph is the maximum distance between any two vertices of a given graph.

In order to find the spectrum at $\lambda \ll \lambda_2$ we use the EM approach. We assume $F_{\lambda}(x) = e^{-ixT(\lambda)}$ and get an equation for a complex function $T(\lambda)$:

$$T(\lambda) = \frac{1}{\langle k \rangle} \sum_k \frac{k P(k)}{k\lambda + i\epsilon - (k-1)T(\lambda)}.$$ 

(53)

$\rho(\lambda)$ is given by

$$\rho(\lambda) = -\frac{1}{\pi} \Im \frac{1}{\lambda - T(\lambda)}.$$  

(54)

For completeness, we present the spectrum of the transition matrix of a $k$-regular tree:

$$\rho(\lambda) = \frac{k}{\pi} \frac{\sqrt{4(k-1)/k^2 - \lambda^2}}{1 - \lambda^2}.$$ 

(55)

FIG. 1. Density of eigenvalues of the adjacency matrices of two networks. (i) The classical random graph (the Erdős–Rényi model) with the average degree $\langle k \rangle = 10$: the effective medium (EM) approach (the solid line) and numerical calculations for the graphs of 20000 vertices [13] (the open circles). (ii) The scale-free random treelike graph with $\gamma = 3$ and the smallest degree $k_0 = 5$: the EM approach (the dashed line), the improved EM approach, see the text (the dashed-dotted line). The results of the simulations of the Barabási-Albert model of 7000 vertices [13] (the open squares). The semicircular law is shown by the thin solid line.

VIII. ANALYSIS OF SPECTRA

Let us compare available spectra of classical random graphs and scale-free networks [13,14], empirical spectra of the Internet [10,11,16], and spectra of random treelike graphs.

At first we discuss spectra of adjacency matrices. The spectra were calculated in the framework of the EM approach from Eqs. (23) and (24) for different degree distributions $P(k)$. Our results are represented in Figs. 1 and 2.

 Classical random graphs. Classical random graphs have the Poisson degree distribution. The density of eigenvalues of the associated adjacency matrix has been obtained numerically in Ref. [13]. In Fig. 1 we display results of the numerical calculations and our results obtained within the EM approach. We found a good agreement in the whole range of eigenvalues. There are only some small differences in the region of small eigenvalues which may be explained by an inaccuracy of the EM approach in this range. In this region, the density $\rho(\lambda)$ has an elevated central part that differs noticeably from the semicircular distribution. The spectrum also has a tiny tail given by Eq. (31) which can hardly be seen in Fig. 1, see for detail Sec. V and Refs. [21,22].

 Scale-free networks. Spectra of scale-free graphs with the degree distribution $P(k) = P_0 k^{-\gamma}$ differ strongly from the semicircular law [13,14]. The Barabási-Albert model has a treelike structure, the exponent $\gamma = 3$ of the degree distribution, and negligibly weak correlations between degrees of the nearest neighbors [3]. Therefore, one can assume that the spectrum of a random treelike graph can mimic well the
FIG. 2. Evolution of spectra of a random treelike graph with the scale-free degree distribution for $\gamma = 5$ and the smallest degree $k_0 = 1, 2, 3, 5$. Panel a shows the spectra of the graphs with $k_0 = 1, 2, 3, 5$. The dotted line corresponds to the density of eigenvalues of an infinite chain. The dashed and thin solid lines present the spectrum of the $k=3$ and 6 regular Bethe lattices. Panel b shows the spectrum of a random uncorrelated graph having dead-end vertices with the probability $P(1) = 0.3$. The inset shows the behavior of the density of eigenvalues $\rho(\lambda)$ near the dip at $P(1) = 0.1, 0.2, 0.3$. The central peak is produced by localized states.

SPECTRA OF COMPLEX NETWORKS

Our results with $\gamma = 2.1$ substituted, give the eigenvalue exponent $\delta = 2 \gamma - 1 \approx 3.2$ in agreement with the results obtained from empirical data for this network. There are the following reasons for the agreement between the theory for treelike graphs and the data for the Internet. At first, although the average clustering coefficient of the Internet at the AS level is about 0.2, the local clustering coefficient rapidly decreases with increasing degree of a vertex [36]. In other words, the closest neighborhood of vertices with large numbers of connections is “treelike.” Recall that vertices with large numbers of connections determine the large-eigenvalue asymptotics of the spectrum. So, we believe that our results for the asymptotics of the spectra of treelike networks are also valid for the Internet and other networks with similar structure of connections. Second, the Internet is characterized by strong correlations between degrees of neighboring vertices [33]. However, as we have shown in Sec. VI, such short-range degree correlations do not affect the power-law behavior of eigenvalues.

The study of the Internet topology [11] also revealed a correspondence between the large eigenvalues $\lambda_i$ and the degree $k_i$: $k_i = \lambda_i^2$. This result is in agreement with our theoretical prediction that it is the highly connected vertices with a degree $\lambda \approx \lambda_i^2$ that produce the power-law tail $\rho(\lambda) \approx \lambda^{-\delta}$.

The calculations of the eigenvalue spectrum of the adjacency matrix of a pseudofractal graph with $\gamma = 2.858 \ldots$ [37] have revealed a power-law behavior with $\delta \approx 4.6$. The effective medium approximation gives lower value $\delta = 2 \gamma - 1 \approx 4.2$. The origin of the difference is not clear. One should note that the pseudofractal is a deterministically growing graph with a very large clustering coefficient $C = 4/5$ and, what is especially important, with long-range correlations between degrees of vertices. Weakly connected nodes. Let us study the influence of weakly connected vertices with degrees $1 \leq k \leq 5$ on the spectra of random treelike graphs with the degree distribution $P(k) = P_0 k^{-\gamma}$. In Figs. 2(a) and 2(b) we represent the evolution of the spectrum of the network with $\gamma = 5$, when the smallest degree $k_0$ decreases from 5 to 1. The spectra were calculated in the framework of the EM approximation. Similar results are obtained at different $\gamma$. For $k_0 \leq 4$, two peaks at nonzero eigenvalues emerge in the density of states $\rho(\lambda)$. In order to understand the origin of the peaks one can note that for this degree distribution the average degree $\langle k \rangle$ is close to $k_0$. For example, at $k_0 = 3$ we have $\langle k \rangle = 3.49$. Therefore, in this network, the probability to find a vertex having three links is larger than the probability to find a...
vertex with a degree $k \geq 4$. There are large parts of the network which have a local $k = 3$ regular structure. In Fig. 2(a) we show a density of eigenvalues of an infinite $k = 3$ regular Bethe lattice [see Eq. (16) at $k = 3$]. At small eigenvalues, the density of the regular tree fits well the density of the random network. At large $\lambda$, the density of eigenvalues demonstrates a power-law behavior with the exponent $\delta = 2\gamma - 1$.

In the case $k_0 = 2$ we have $\langle k \rangle = 2.23$. This network contains long chains which connect vertices with degrees $k \geq 3$. In Fig. 2(a) we display the density of eigenvalues of an infinite chain [see Eq. (16) at $k = 2$]. At small eigenvalues this density of eigenvalues fits well the density of eigenvalues of the random network. Therefore, it is the vertices with small degrees that are responsible for the formation of density $\rho(\lambda)$ of networks at small eigenvalues.

**Dead-end vertices.** Let us investigate the effect of dead-end vertices on the spectra of random treelike graphs with different degree distributions. Figure 2(b) shows a spectrum of a scale-free network with $\gamma = 5$ and the probability of dead-end vertices $P(1) = 0.3$. The EM approximation is used. The spectrum has a flat part and two peaks at moderate eigenvalues. As we have shown above, this (intermediate) part of the spectrum is formed mainly by the vertices with degree $k = 2$ and 3. The emergence of a dip at zero is an important feature of the spectrum. In fact, there is a gap in the spectrum obtained in the framework of the EM approach. The width of the gap increases with increasing $P(1)$. One can see this in the inset of Fig. 2(b). The dead-end vertices also produce a $\delta$ peak at $\lambda = 0$. The central peak corresponds to localized eigenstates.

Note that the appearance of the central peak and a dip is a general phenomenon in random networks with dead-end vertices. We also observed this effect in the classical random graphs. Spectral analysis of the Internet topology on the AS level revealed a central peak with a high multiplicity [16]. Thus the conjecture that localized and extended states are separated in energy may well hold in complex networks. A similar spectrum was observed in many random systems, for example, in a binary alloy [38]. In order to estimate the height of the $\delta$ peak it is necessary to take into account all localized states. Unfortunately, so far this is an unsolved analytical problem [16]. In Fig. 3 we show local parts of a network, which produce localized states. One can prove that configurations with two and more dead-end vertices, see Fig. 3(a), produce eigenvectors with $\lambda = 0$. The corresponding eigenvectors have nonzero components only at the dead-end vertices [16,39]. Figure 3(b) shows another configuration which produces an eigenstate with the eigenvalue $\lambda = 0$. A corresponding eigenvector is localized at vertices 0, 1, and 2.

**Finite-size effects.** In the present paper we studied the spectral properties of infinite random treelike graphs. Numerical studies of large but finite random trees demonstrate that the spectrum of a finite tree consists, speaking in general terms, of a continuous component and an infinity of $\delta$ peaks. The components correspond to extended and localized states, respectively [17]. There is a hole around each $\delta$ peak in the spectrum. A finite regular tree has a spectral distribution function which looks like a singular Cantor function [39]. These results demonstrate that finite-size effects in spectra may be very strong. In particular, the finite size of a network determines the largest eigenvalue in its spectrum. As was estimated in the Sec. V, the largest eigenvalue of the adjacency matrix associated with a scale-free graph is of the order of $k_{\text{crit}}^{1/2} = k_0^{1/2}(\lambda_2^{1/2}/\lambda_1^{1/2} - 1)$.

**Spectrum of the transition matrix.** In Fig. 4 we present a spectrum of the transition matrix $\hat{P}$ defined by Eq. (45) for a treelike graph with the scale-free degree distribution $P(k) \approx k^{-\gamma}$ at large degrees $k \geq 5$. The spectrum was calculated from Eqs. (53) and (54) with the degree exponent $\gamma = 2.1$ and the probabilities $P(1), P(2), P(3)$, and $P(4)$ taken from empirical degree distribution of the Internet at the AS level [36].

The spectrum lies in the range $|\lambda| = |\lambda_2| < 1$. In Fig. 4 we compare our results with the spectrum of the transition matrix $\hat{P}$ of the Internet obtained in Refs. [15,16]. Unfortu-

**FIG. 3.** Local configurations which produce localized states with zero eigenvalue (the central peak) in the spectrum of a random graph (see the text).

**FIG. 4.** Density of eigenvalues of the transition matrix $\hat{P}$ defined by Eq. (45). (i) The Internet data (the solid circles) and the results of simulations of a random scale-free network (the open squares) from Ref. [15]. (ii) The spectrum of the Internet extracted from Ref. [16] (the stars). (iii) Our calculations (the solid line) with the degree distribution $P(k) = Ak^{-\gamma}$ for $k \geq 4$, $P(1) = 0.358$, $P(2) = 0.4$, $P(3) = 0.12$. These parameters are taken from Ref. [36]. The height of the central peak was estimated from Ref. [16]. The inset shows the spectra of the transition matrix of a random treelike graph with excluded dead-end vertices: (i) a random treelike graph with a scale-free degree distribution, $\gamma = 3$, the smallest degree $k_0 = 5$, and $\langle k \rangle = 9.06$ (the dashed line); (ii) a classical random graph with $\langle k \rangle = 9.06$ (the dotted line); (iii) a $k$-regular Bethe lattice with $k = 9$ (the solid line).
nately, the data [15,16] are too scattered to make a detailed comparison with our results. Nevertheless, one can see that the spectrum of $\hat{P}$ of the treelike graph reproduces satisfactorily the general peculiarities of the real spectrum. Namely, the spectra have a wide dip at zero eigenvalue and a central $\delta$-peak [16]. The multiplicity of the zero eigenvalue has been estimated in Ref. [16]. For a detailed comparison between the spectra, correlations in the Internet must also be taken into account.

In order to reveal an effect of dead-end vertices we calculated spectra of $\hat{P}$ on a random treelike graph with the Poisson and the scale-free degree distributions $\gamma = 3$ in the case when dead-end vertices are excluded, that is $P(1) = 0$, and $\langle k \rangle = 9.06$. These spectra are displayed in the inset of Fig. 4. In the whole range of eigenvalues these spectra are very close to the spectrum of a $k$-regular Bethe lattice with the degree $k = 9$. These calculations confirm the fact that it is the dead-end vertices that produce the dip in the spectrum of the Internet.

IX. CONCLUSIONS

In this paper we have studied spectra of the adjacency and transition matrices of random uncorrelated and correlated treelike complex networks. We have derived exact equations which describe the spectrum of random treelike graphs, and proposed a simple approximate solution in the framework of the effective medium approach. Our study confirms that the spectra of scale-free networks as well as the spectra of classical random graphs do not satisfy the Wigner law. They also produce a dip in the spectrum around the central peak. In conclusion, we believe that our general results for the spectra of treelike random graphs are also valid for many real-world networks with a treelike local structure and short-range degree correlations.

Note added. After we have finished our work we have learned about a recent mathematical paper, Ref. [41], where large eigenvalues of spectra of complex random graphs were calculated. The statistical ensemble of graphs, which was considered in that paper, essentially differs from that of our paper and has a different cutoff of the degree distribution, but the asymptotics of spectra agree in many cases.
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